## MATH 20D Spring 2023 Lecture 13. Abel's Formula and Variation of Parameters

## Announcements

- Homework 4 has been released, due this coming Tuesday at 10pm.
- Grades for midterm 1 have been released, regrade request closing this Friday at 11:59pm.
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- The Wronskian of $u_{1}(t)$ and $u_{2}(t)$ is the function
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## Example

The functions

$$
u_{1}(t)=t^{2} \quad \text { and } \quad u_{2}(t)=t|t|
$$

are linearly independent on $\mathbb{R}$ and $\operatorname{Wr}\left[u_{1}, u_{2}\right](t)=0$ for all $t \in \mathbb{R}$.

## Abel's Formula

## Theorem

Let $u_{1}$ and $u_{2}$ be two solutions to a differential equation of the form

$$
y^{\prime \prime}(t)+p(t) y(t)+q(t) y(t)=0
$$

with $p(t)$ and $q(t)$ are continuous on $(-\infty, \infty)$.
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## Example

Find a particular solution to the equation

$$
y^{\prime \prime}(t)+2 y^{\prime}(t)+2 y(t)=e^{-t} \operatorname{cosec}(t), \quad t \in(0, \pi) .
$$

## Variation of Parameters IV

## Example

Given that $y_{1}(t)=t^{2}$ and $y_{2}(t)=t^{3}$ are linearly independent solutions to the equation

$$
t^{2} y^{\prime \prime}-4 t y^{\prime}+6 y=0, \quad t>0
$$

Find a particular solution to the equation

$$
t^{2} y^{\prime \prime}-4 t y^{\prime}+6 y=4 t^{3}, \quad t>0
$$

